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ABSTRACT: Isobutanol is a prototype biofuel, and sorting
out the mechanism of its combustion is an important objective
where theoretical modeling can provide information that is
unavailable and not easily obtained by experiment. In the
present work the rate constants and branching ratios for the
hydrogen abstraction reactions from isobutanol by hydroxyl
radical have been calculated using multi-path variational
transition-state theory with small-curvature tunneling. We
use hybrid degeneracy-corrected vibrational perturbation
theory to show that it is critical to consider the anharmonicity
difference of high-frequency modes between reactants and transition states. To obtain accurate rate constants, we must apply
different scaling factors to the calculated harmonic vibrational frequencies at the reactants and at the transition states. The factors
determining the reaction rate constants have been analyzed in detail, including variational effects, tunneling contributions, the
effect of multiple reaction paths on transmission coefficients, and anharmonicities of low- and high-frequency vibrational modes.
The analysis quantifies the uncertainties in the rate calculations. A key result of the paper is a prediction for the site dependence
of hydrogen abstraction from isobutanol by hydroxyl radical. This is very hard to measure experimentally, although it is critical
for combustion mechanism modeling. The present prediction differs considerably from previous theoretical work.

1. INTRODUCTION
Isobutanol is a promising biofuel or fuel component.1−4 The
reaction of hydroxyl (OH) radical with the fuel components is
an important elementary reaction in all combustion mecha-
nisms. For isobutanol, this reaction has four possible products:

+

→ +•

(CH ) CHCH OH OH

(CH ) CH CHOH H O
3 2 2

3 2 2 (R1a)

→ +•(CH ) CCH OH H O3 2 2 2 (R1b)

→ +•(CH )CH( CH )CH OH H O3 2 2 2 (R1c)

→ +•(CH ) CHCH O H O3 2 2 2 (R1d)

The total rate constants of hydrogen abstraction by hydroxyl
radical from isobutanol (i.e., the sums of the reaction rates for
the above four processes) have been measured at both low and
high temperatures.5−9 But, due to many secondary reactions
and the difficulties of detecting product radicals, it is difficult to
determine by experiment the branching ratios, i.e., the relative
rates of the hydrogen abstractions from the four distinguishable
sites of isobutanol. This set of reactions also provides great
challenges for computation because many possible sources of
error may prevent the calculated reaction rates from being
accurate. Some theoretical studies10,11 have attempted to

calculate the rate constants for these reactions; however, the
calculated rate constants do not agree with experiments for the
temperature dependence. In our previous work, we demon-
strated the importance of including the torsional anharmonicity
in reaction path calculations using reaction R1a as an
example.12 In particular, we found that, without considering
the variation of the torsional anharmonicity along the reaction
path, one cannot obtain a reasonable free energy profile for this
reaction, nor can one locate the variational transition state. In
the present article, we will calculate the total rate constants of
all four reactions and the branching ratios.
The uncertainty of rate constant calculations is a contentious

issue for the kinetics modeling community. One often sees very
good agreement between calculated rate constants and
experimental results in the literature. However, it would not
be surprising to learn that many cases of such agreement are
largely due to error cancellations. The rate constants calculated
by variational transition-state theory (VTST)13−18 depend on
many factors, such as barrier height, vibrational frequencies,
anharmonicity, consideration of multiple structures, variational
effects, and tunneling contributions. Sometimes improving one
of these factors may even lead to calculated rate constants in
worse agreement with experiments because some error
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cancellation disappears. This phenomenon can be very
discouraging for developing new methods and for investing
effort to improve calculations. It is therefore critical to assess
the sources of error to learn which ones limit the accuracy and
by how much. This is especially important when one predicts
detailed results that cannot easily be measured experimentally.
The present study reports a prediction of such experimentally
inaccessible and/or unavailable quantities, in particular, the site-
specific reaction rates of OH with various sites of isobutanol,
and we supplement the calculations with a detailed discussion
of possible sources of error in this kind of calculation.
Among all the factors limiting the accuracy of rate

calculations, the most attention has been given to classical
barrier heights, which have indeed been a challenge to calculate
and which have limited the attainable accuracy in rate constant
predictions ever since transition-state theory was proposed in
the 1930s. Nevertheless, since the classical barrier height V⧧ is a
key factor determining chemical reaction rates, it is often used
to determine the branching ratio (for a reaction that has more
than one reactive channel) or reaction mechanism, especially
for large, complex systems. When the difference ΔV⧧ of barrier
heights is large, consideration of the Boltzmann factor,
exp(−ΔV⧧/kBT), where kB is Boltzmann’s constant and T is
temperature, may be sufficient to make a correct conclusion
about which of two competitive reactions has a larger rate
constant, but the uncertainty in the barrier height difference
leads to uncertainty in the quantitative prediction of a
branching ratio. The barrier height issue is widely appreciated,
but the main focus of this article is on other sources of
uncertainty, which are less widely studied. As barrier height
calculations become more accurate, the uncertainties in the
other factors become more crucial to estimate.
According to transition-state theory, a chemical reaction rate

is also proportional to the ratio of the transition state partition
function to the partition function of the reactant or reactants.
The single-structure, harmonic-oscillator (HO), rigid-rotor
approximation is often used to calculate partition functions.
Anharmonicities, multiple structures, and coupling of overall
rotation to internal rotation all tend to become more important
when the size of the molecule increases, and it is necessary to
consider all three of these issues to make rate calculations
quantitatively accurate, or sometimes even to make them
qualitatively accurate. Furthermore, “large” molecules (e.g.,
molecules with alkyl chains having four or more carbons) often
have more troublesome wide-amplitude motions, usually
dominated by torsions. In a general sense, all four of these
problematic considerations are manifestations of anharmonic-
ity. Although anharmonicity becomes more important in
complex systems, the HO approximation is nevertheless widely
used because accurate treatment of anharmonicity is often
computationally too expensive to be applied on an everyday
basis to large molecules and transition states.
In our recent studies19−24 we have shown the importance of

including all the conformational structures and torsional
potential anharmonicity in calculating partition functions and
rate constants. Single-bond torsions are almost always low-
frequency modes, but we must also consider anharmonicity in
high-frequency modes. Often the anharmonicity of high-
frequency vibrational modes is taken into account by scaling
harmonic vibrational frequencies.25−27 The scaling factor for a
given model chemistry (a model chemistry is a combination of
an electronic structure method or exchange-correlation func-
tional and a basis set) can be determined by parametrization to

reproduce accurate zero-point energies (ZPEs) of a set of small
molecules. The parametrized scaling factors are expected to be
transferrable for stable molecules, and they have been widely
used. But when the ZPE of a molecule or a transition state is
very large, a small percentage uncertainty in the scaling factor
could lead to considerable errors in estimating ZPEs and in rate
calculations, and the validity of the general scaling factor
method has not ben demonstrated for transition states. Here
we use hybrid28 degeneracy-corrected29 second-order30−32

vibrational perturbation theory (HDCVPT) to assess the
anharmonicity at the transition state. The full details of
HDCVPT for transition states are given in ref 28.
A detailed analysis will be performed to discuss the effects of

barrier heights, torsional anharmonicity, high-frequency-mode
anharmonicity, variational effects, and tunneling contributions
on accurate rate calculations for reactions R1a−R1d.

2. COMPUTATIONAL METHODS
2.1. Electronic Structure Methods. The M08-HX33 exchange−

correlation functional and the 6-311+G(2df,2p)34,35 basis set were
used for conformational structure searching, geometry optimizations,
and dynamics calculations. For H, C, and O atoms, the 6-
311+G(2df,2p) basis set is identical to the MG3S36 basis set;
therefore, we use the MG3S notation through this article for its
brevity. The CCSD(T)-F12a37−39 method with the jun-cc-pVTZ40

basis set was used to perform single-point calculations of barrier
heights using the M08-HX/MG3S-optimized geometries. The CCSD-
(T)-F12a/jun-cc-pVTZ calculation can be viewed as an efficient way
to yield (without extrapolation) results close to the complete basis set
(CBS) limit of the standard CCSD(T) method, where CCSD(T)
denotes coupled cluster theory with single and double excitations and
a quasiperturbative treatment of connected triple excitations. There-
fore, the CCSD(T)-F12a/jun-cc-pVTZ calculations will be abbreviated
CCSD(T)/CBS, and they are taken as the benchmarks to validate the
accuracy of the Kohn−Sham density functional calculations.

Møller−Plesset second-order perturbation theory (MP2)41 and the
MPW1K42 exchange−correlation functional with the 6-31+G(d,p)
basis set are used for the calculation of cubic and quartic force
constants needed for the anharmonicity calculations

All electronic structure calculations were performed by using the
Gaussian 0943 program, except for the CCSD(T) calculations, which
were carried out by using the Molpro44 program.

2.2. Multi-structural Method with Torsional Anharmonicity.
The multi-structural method with torsional anharmonicity (MS-
T)19,20,45 is used for calculating conformational−rovibrational partition
functions for reactants and transition structures. In particular, the MS-
T method used here is based on a coupled torsional potential.20 A full
explanation of the MS-T method based on a coupled torsional
potential can be found in ref 20, but the method is briefly described
here for the reader’s convenience and for discussion purposes. For a
molecule or a transition state with J distinguishable conformational
structures, the MS-T conformational−rotational−vibrational partition
function is
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where Qj
T is the contribution of structure j to the total conforma-

tional−rotational−vibrational partition function with torsional anhar-
monicity, Qrot,j is the symmetry-corrected classical rigid-rotor rota-
tional partition function for structure j (i.e., it is based on the classical
rigid-rotor model but with the addition of quantum-mechanical
symmetry numbers), Uj is the relative potential energy of structure j,
Qj

QH is its quasiharmonic (QH) oscillator vibrational partition function
partition function, and Tj is a factor to include coupled torsional
potential anharmonicity for all torsional modes in the structure j. We
use the notation quasiharmonic to refer to an approximation that uses
the harmonic oscillator partition function formulas, but with effective
frequencies that account for anharmonicity (and possibly also for
systematic errors in the electronic model chemistry). In the factor Tj, t
is the number of torsional modes, F is the number of bound vibrational
modes (stretches, bends, and torsions), Dj is the moment of inertia
matrix from Kilpatrick and Pitzer,46 Wj,η is the effective torsional
barrier height based on a coupled torsional potential, and ωj,m and ωj m,

are respectively the normal-mode quasiharmonic frequencies and the
torsion-projected normal-mode frequencieswith both sets scaled.
For reasons explained in section 2.3, the scaling factors we used are
0.973 for the reactants harmonic frequencies27 and are various
reparametrized scaling factors (see Table 2 and section 3.2) for the
transition-state harmonic frequencies.
We define the factor

=‐ ‐
‐

F
Q

Q X Q

(X)
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MS T
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QH

rot,1 (4)

to illustrate the effect of multi-structural torsional anharmonicity on a
reactant (X = isobutanol) or a transition state (X = TS), and we define
the factor
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‐
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F
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to illustrate the effect of multi-structural torsional anharmonicity on
the reaction rate. Note that FOH

MS‑T for OH radical is equal to 1.
2.3. Hybrid Degeneracy-Corrected Second-Order Vibra-

tional Perturbation Theory. The anharmonic ZPEs are calculated
for the global minimum of isobutanol and for the lowest-energy saddle
points of reactions R1a and R1b. These anharmonicity calculations are
based on HDCVPT. These calculations require numerical third and
fourth derivatives of the potential energy with respect to nuclear
displacements, and these were calculated as first and second derivatives
of analytic Hessians with step size 0.01 Å in MP2 calculations and step
size 0.025 Å in MPW1K calculations. The step size used for the
MPW1K calculations is larger due to the numerical integral noise in
density functional calculations. Because high-order derivatives are very
sensitive to the precision of analytic Hessians, a very fine grid was used
in MPW1K calculations; this grid has 96 radial shells around each
atom and a spherical product angular grid having 32 θ points and 64 φ
points in each shell. The HDCVPT calculations were performed by
Gaussian 0943 program (revision D.01).
2.4. Reaction Rate Calculations. Reaction rate constants are

calculated under the assumption that the system is in the low-pressure
plateau region, where the pressure is low enough for isolated binary
collisions to be the reaction mechanism and there are no collision-
stabilized pre-transition-state complexes (that could cause the rate
constant to be pressure dependent) but high enough that reactant
states are in local equilibrium with each other during the reaction. This
plateau region is discussed elsewhere.23

We employ multi-path canonical variational transition-state theory
(MP-CVT)22,23 with the small-curvature tunneling (SCT)47,48

approximation to calculate reaction rate constants. The MP-CVT/
SCT rate constant is given for a bimolecular reaction23 by
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where K is the number of distinguishable conformational structures of
the transition state, Qelec

⧧ is the electronic partition function of the
conventional transition state (which is denoted as ⧧), ΦMS‑T,R is the
bimolecular reactants’ partition function per unit volume with
torsional potential anharmonicity (with its zero of energy at the
potential energy of the lowest-energy reactant structure), Qk

T,⧧ is the
rovibrational partition function of saddle point k with torsional
potential anharmonicity (T), κk

SCT is the tunneling transmission
coefficient in the small curvature approximation, Γk

CVT is the CVT
recrossing transmission coefficient (see eq 8), and V⧧ is the classical
barrier height (defined as the change in the potential energy from the
zero of energy used for the reactants’ partition function to the zero of
energy used for the transition-state partition function, where the zero
of energy is defined as the lowest energy of all conformations of
reactants and transition state, respectively).

We define γ as a generalized transmission coefficient by
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where P, which is less than or equal to K, is the number of
distinguishable transition structures whose tunneling and CVT
transmission coefficients are explicitly calculated. In the present
work we will use P = 4, and we base the SCT tunneling and CVT
transmission coefficients on the reaction paths through the four
lowest-energy transition structures for each of the four reactions. Note
that this requires calculating only two reaction paths for each reaction,
since for each reaction the four lowest-energy reaction paths are two
pairs of enantiomeric reaction paths. We will also compare the
calculations with P = 4 to calculations with P = 2. Note that because
the two lowest-energy paths are mirror images, one gets the same
results with P = 2 as with P = 1. We then approximate eq 6 as

γ β=
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Note that eq 7b is identical to eq 6 if P = K.
The CVT recrossing transmission coefficient is calculated in the

present work as12
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where Vk
⧧ is the potential energy at saddle point k, Vk

CVT is the potential
energy at the variational transition state along the reaction path
through saddle point k, and Qk

T,CVT is the rovibrational partition
function that includes torsional anharmonicity at the canonical
variational transition state along the reaction path, and Qk

T,⧧ is the
same quantity at the saddle point. Therefore, unlike the original
version of MS-CVT/SCT21 and MP-CVT/SCT,22 torsional potential
anharmonicity is included in the reaction path calculations, as
described in a previous article.12

Note that potential energies denoted by V are measured with
respect to a geometry-independent overall zero of energy (the
equilibrium potential energy of reactants), whereas potential energies
denoted by U are measured with respect to the lowest energy structure
at the same value of the reaction path progress variable s, where s = 0
for the saddle points, s = −∞ for reactants, and s is finite for
generalized transition states.

To understand how the various factors affect the rate constant, we
separate the multi-structural torsional anharmonicity in the rate
calculations by rewriting eq 7b as

γ
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where k1
TST is the rate constant of conventional transition state using

the quasiharmonic approximation and using only one lowest-energy
structure of the reactants and one lowest-energy structure of the
transition state.
The reaction paths and reaction-path-dependent generalized

normal-mode frequencies associated with the lowest-energy saddle
points were calculated by direct dynamics. Generalized normal-mode
frequencies along the reaction paths are calculated by using non-
redundant internal coordinates49,50 with the reaction coordinate
projected out, and these are used to evaluate the vibrationally
adiabatic ground-state potential energy curves needed for the
tunneling calculations.
The conformational−rotational−vibrational partition functions are

calculated by using the MSTor45,51,52 program. The POLYRATE53 and
GAUSSRATE54 programs are used to calculate reaction paths and
single-structure reaction rate constants; these two programs
incorporate the MS-T torsional anharmonicity methods that are also
available as a separate program.51

3. RESULTS AND DISCUSSION
3.1. Conformational Structures: Geometries, Energies,

and Partition Functions. An exhaustive conformational
search was performed for isobutanol and for the transition
structures of reactions R1a−R1d. Nine conformational
structures are found for isobutanol. The numbers of conforma-
tional structures for the R1a−R1d transition states are 20, 18,
96, and 16, respectively. Reaction R1c has much a larger
number of transition structures than the others because the
symmetry of the methyl groups in isobutanol is broken when
OH radical abstracts a hydrogen atom from the methyl group.
The lowest-energy structures of isobutanol and each of the TSs
are plotted in Figure 1, which shows values for the H−O−C−C
and O−C−C−H dihedral angles.

The conformation of the lowest-energy transition structure
need not be the same as that of the reactant. For example, in
the TSs for R1a and R1b, the C−O bond is rotated with respect
to its position in the lowest-energy conformer of isobutanol to
form a hydrogen bond with a hydroxyl radical. This hydrogen
bond stabilizes the transition structures. If the isobutanol
fragment in the TS for R1b keeps the same conformation as
that in the reactant global minimum, the energy of the TS is 3.4
kcal/mol higher. In the lowest-energy transition structure for
R1d, although there is no hydrogen bond, the H−O−C−C
dihedral angle is different from that in the reactant global-

minimum structure due to a steric effect. Therefore, it is not
reliable to assume that the conformation of the lowest-energy
structure of the reactant remains unchanged in the lowest-
energy conformation in the transition structure, as has
sometimes been done.55 To find the lowest-energy transition
structure in complex reactions and to calculate accurate
reaction barrier heights, an exhaustive conformational search
has to be performed.
The energies of the transition structures relative to the lowest

one for each reaction are shown in Figure 2. These energies are

calculated by the M08-HX/MG3S method. In this figure, each
bar represents a pair of enantiomers that are mirror images of
each other. The structures that form hydrogen bonds in R1a,
R1b, and R1c have relative energies at least 0.7, 0.5, and 2 kcal/
mol, respectively, lower than those without a hydrogen bond.
The classical barrier heights calculated by M08-HX/MG3S

and CCSD(T)/CBS are listed in Table 1. Note that classical

barrier height is the energy difference between the lowest-
energy structure of reactants and the lowest-energy transition
structure. The spin−orbit energy, −0.20 kcal/mol, for the OH
radical is included in all barrier height calculations. (The spin−
orbit energy is assumed negligible at the transition state because
there is no low-lying excited electronic state there.) The barrier
heights calculated by the M08-HX/MG3S method agree with
those computed by the CCSD(T)/CBS method within 0.3
kcal/mol for H abstractions from all sites. For the O site
abstraction, the CCSD(T)-F12a method may not be reliable
because of the large multi-reference character of this transition
state, but this channel should have the least contribution to the
total rate, so we still use the coupled cluster method as a
benchmark to get a rough estimate of the barrier height of this
channel.

Figure 1. Lowest-energy structures of isobutanol and R1a−R1d
transition structures. The numbers are for two dihedral angles, H−O−
C−C and O−C−C−H.

Figure 2. Energies of the transition structures relative to the lowest
one for each reaction, as calculated by the M08-HX/MG3S method.

Table 1. Calculated Forward Barrier Heights (in kcal/mol)a

method

R1a R1b R1c R1d

M08-HX/MG3S −0.44 −1.19 0.80 3.25
CCSD(T)/CBS −0.34 −1.37 0.94 2.99

aThe spin−orbit energy −0.20 kcal/mol for OH radical is included.
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One general question is how important it is to include the
high-energy conformational structures in the calculation of the
partition functions. The simplest argument would say that low-
energy conformers are more important than the high-energy
conformers because the Boltzmann factor decreases exponen-
tially when the energy increases, and that factor is the dominant
consideration at very low temperatures. However, high-energy
conformers usually have more floppy modes that make larger
contributions to partition functions than do the tight modes.
The percentage contributions (to the total MS-T partition
functions) of the lowest-energy structures are compared to
those of the highest-energy structures in Figure 3. (Note that,
for computing such percentages, the Boltzmann factors are
included in the partition function for each structure.) Above
1200 K, the highest-energy structure contributes even more than the
lowest-energy structure to the total partition function for R1a, R1b,
and R1c, and the two structures have similar contributions for R1d.
Even at lower temperatures, between 600 and 1200 K, the
contributions of the highest-energy structures are not
negligible. Figure 3 shows that, for medium and high
temperatures, there is no direct correlation between a
structure’s contributions to the total partition function and its
potential energy. Therefore, it is clear that all conformational
structures, regardless of their relative energies, have to be taken
into account in order to obtain quantitatively accurate
thermochemical and kinetic results at medium and high
temperatures.
3.2. Specific-Reaction-Parametrized Scaling Factor. A

widely used prescription, which we call the quasiharmonic
approximation, is to use the harmonic oscillator formulas for
ZPEs and partition functions, but with effective frequencies
intended to give more accurate results than the accurate
harmonic frequencies would yield. Two special cases are where
the effective frequencies are obtained by multiplying a set of

calculated harmonic frequencies by a scale factor parametrized
either to reproduce the accurate ZPE or to reproduce the
accurate harmonic frequency. These scaling factors are denoted
respectively by λZPE and λH.27 One can interpret λH as
correcting for the inexactness of the electronic structure
calculation, and λZPE as including both a correction for the
harmonic frequency that arises from the model chemistry and a
correction for the anharmonicity of the ZPE. Therefore, the
ratio λZPE/λH can be viewed as the correction purely due to
anharmonicity in the zero-point level; we label this ratio as λAnh

in this article.
Scaling factors can be parametrized to yield correct results on

average for a database of molecules;27 we call these general
parameters if the database is diverse and specific range
parameters if the database contains only a set of closely related
molecules and is not intended to be representative of broader
functionality. Alternatively, one can use scale factors optimized
for a specific reaction or even for a specific reactant or specific
transition state; either of these choices would be called specific-
reaction parameter (SRP) choices.
The generally parametrized frequency scaling factor λZPE

obtained from the F38/10 database for M08-HX/MG3S
method is 0.973; this is the product of λAnh = 0.988 and λH

= 0.984.27 The F38/10 database contains small, stable
molecules, mainly with high-frequency and mid-frequency
modes (stretches and bends); furthermore, the ZPE is sensitive
mainly to high- and mid-frequency modes because they make
the largest contributions. Thus, there is no reason to expect
λZPE to be valid for low-frequency modes. Furthermore, one
could question whether it applies to butanol, because butanol is
larger than the molecules for which parametrization was done,
or to the hydrogen abstraction transition states, because they
too are large and they are also metastable. We will pursue this
question in the following way. We will assume that the general

Figure 3. Percentage contribution of the lowest-energy and the highest-energy transition structures to total MS-T partition functions of transition
states. The red lines are for the lowest-energy structures and blue lines for the highest-energy structures. The energy labels are relative to the zero-
point-exclusive lowest-energy transition structure in the corresponding reaction.
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parameter λH is indeed broadly applicable because it corrects
the error that arises from the M08-HX/MG3S method itself
and it is supposed to be independent of the system. That places
the doubt on the generality of λAnh, and it is certainly possible
that the anharmonicity factor has a structure dependence that
makes it different for isobutanol and transition states than for
the molecules in F38/10.
To answer this question of the broadness of the applicability

of λAnh, we performed anharmonic ZPE calculations using the
HDCVPT method. Ideally, the anharmonic calculations should
be performed using the M08-HX/MG3S potential energy
surface, and then a direct comparison between harmonic ZPE
and anharmonic ZPE can provide a specific-reaction para-
metrized scaling factor for the M08-HX/MG3S method to be
used in the kinetics calculations. However, we found that the
precision of the analytic Hessian calculated by meta-GGA
exchange-correlation functionals such as M08-HX is very
sensitive to the integral grid, and we were unable to converge
the higher-order numerical derivatives even by using the largest
affordable grid. Therefore, MP2 and the hybrid GGA functional
MPW1K with 6-31+G(d,p) basis set are used for anharmonic
ZPE calculations using the lowest-energy structures of
isobutanol and the transition state of each reaction. Table 2

lists the calculated ZPEs. From these we calculated λAnh as the
ratio of anharmonic ZPE to harmonic ZPE for the given model
chemistry. Then we calculated the SRP scaling factor λZPE as
the product of λAnh and the general parameter λH discussed in
the previous paragraph. We also give λAnh and λZPE in Table 2.
The values λAnh and λZPE for isobutanol as obtained by MP2

and MPW1K methods agree well with each other, and also they
agree well with the general values for the M08-HX/MG3S
method. We also verified that the scaling factor λZPE = 0.973 for
OH radical reproduces the experimental ZPE with only a 0.003
kcal/mol discrepancy. Therefore, the scaling factor λZPE = 0.973
is assumed to be applicable to isobutanol and OH radical
without specific-reaction modification. As found in a previous
work,25 λAnh is almost independent of the model chemistry for
the F38/10 database, and we have just seen that it is also almost
independent of model chemistry for isobutanol. However,
Table 2 shows that λAnh values of transition states are smaller
than their counterparts for isobutanol; this result is found with
both methods. This means that the studied transition states
here need a larger correction for anharmonicity. The SRP
scaling factors λZPE are listed in Table 2 for both methods; they
are obtained by multiplying λAnh by 0.986 and 0.984
respectively for the MP2/6-31+G(d,p) and MPW1K/6-31+G-

(d,p) methods. We noticed that the λAnh value given by the
MP2/6-31+G(d,p) method is considerably smaller than that
given by the MPW1K/6-31+G(d,p) method for R1a and R1b
TSs. Although the reaction-coordinate mode has no contribu-
tion to the ZPE of the transition structure, this difference
between MP2 and MPW1K is due to anharmonicity arising
from the coupling between reaction-coordinate modes and the
bound modes,28 which is larger for MP2 than for MPW1K for
these two transition states. We chose the SRP scaling factors
obtained from the MPW1K/6-31+G(d,p) method in our
kinetics calculations because MPW1K is more accurate than
MP2 for barrier height calculations,56,57 and transition-state
structures and vibrational frequencies are often correlated with
barrier heights.

3.3. Multi-structural Torsional Anharmonicity. Figure 4
shows the multi-structural anharmonicity factors FX

MS‑T and

Frxn
MS‑T. Because the transition state of R1c has many more

conformational structures than the transion states for the other
reactions, the factors for the R1c transition state and R1c
reaction rate are much larger than for the remaining channels.
The transition state of R1c has 96 conformational structures,
and FX

MS‑T has a maximum value of 85 at 1400 K, which means
that each conformational structure contributes to the total
partition function almost equally, on average, at this temper-
ature, even though some structures have relatively high
energies. The multi-structural anharmonicity factors of reaction,
Frxn
MS‑T, become smaller than the corresponding FX

MS‑T for the
transition state because of cancellation with FX

MS‑T for

Table 2. Harmonic Zero-Point Energies and Anharmonic
Zero-Point Energies Calculated by Using the HDCVPT
Method (in kcal/mol)

isobutanol R1a TS R1b TS R1c TS R1d TS

MP2/6-31+G(d,p)
ZPE(Harm) 87.82 92.17 92.56 92.51 92.16
ZPE(Anh) 86.64 89.36 88.67 90.64 90.16
λAnh 0.987 0.969 0.958 0.980 0.978
λZPE 0.973 0.956 0.945 0.966 0.965

MPW1K/6-31+G(d,p)
ZPE(Harm) 88.24 93.61 93.75 93.01 92.35
ZPE(Anh) 87.08 91.63 91.26 91.23 90.44
λAnh 0.987 0.979 0.973 0.981 0.979
λZPE 0.971 0.963 0.958 0.965 0.964

Figure 4. (a) Multi-structural torsional anharmonicity factors FX
MS‑T for

isobutanol and all transition states. (b) Multi-structural torsional
anharmonicity factor Frxn

MS‑T for the four reaction rates. The right
ordinate scale is for the R1c transition state and reaction rate, and the
left ordinate scale is for the remaining channels, R1a, R1b, and R1d.
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isobutanol. However, Frxn
MS‑T still has a considerable impact on

the reaction rate, especially for R1c, and it shows that one may
make a large error in the calculations of the rate constants if
multi-structural torsional anharmonicity is ignored.
3.4. Transmission Coefficients. Figure 5 shows the

recrossing transmission coefficients ΓCVT and tunneling trans-
mission coefficients κSCT for all calculated paths.

First consider the recrossing transmission coefficients. Figure
5 shows that all of them deviate very significantly from unity at
temperatures below 500 K, and the deviations for reactions
R1a, R1b, and R1c remain large up to 2400 K. The deviation of
the recrossing transmission coefficient from unity is called a
variational effect. In previous work,12 it was demonstrated that
the large variational effect of reaction R1a is caused by a
significant change of one of the frequencies along the reaction
path, which is a common occurrence.58 Here we see that the
cause of the large variational effects for the isobutanol reactions
other than R1a is the same as for R1a. For a given reaction,
different paths have different variational effects, and this fact is
accounted for in the MP-CVT/SCT formula by weighting the
paths according to their partition functions and transmission
coefficients.
Since we assume that the system is in the low-pressure

plateau region, the tunneling transmission coefficients for R1a
and R1b are unity because their barrier heights are negative,
and it is assumed that the energy levels lower than barrier

height are not populated, as discussed previously,23 and that
nonclassical reflection from the barrier top is negligible. The
tunneling transmission coefficient is greater than 2 for reactions
R1c and R1d at temperatures lower than 300 K. The lower-
energy paths have slightly larger tunneling transmission
coefficients, as shown in Figure 5.

3.5. Rate Constants. The calculated total MP-CVT/SCT
rate constants are plotted in Figure 6, together with the

experimental data and rates calculated by the Atkinson’s
structure−activity relationship (SAR) method59,60 with updated
substituent factors.61,62 The total rate constants using the MP-
CVT/SCT formula, including torsional anharmonicity as a
function of the reaction coordinate s and with all frequencies
scaled by the standard λZPE (0.973) for the M08-HX/MG3S
method, are denoted as kstd. They are much lower than
experimental values and cannot correctly reproduce temper-
ature dependence, although the M08-HX/MG3S barrier
heights used in the rate calculations are in excellent agreement
with the best estimated values. The total rate constants
calculated with transition-state frequencies scaled by the SRP
scaling factors λZPE obtained from the MPW1K/6-31+G(d,p)
method (see Table 2) and with reactant frequencies scaled by
the standard λZPE (0.973) are denoted as kSRP. Because smaller
scaling factors are applied to transition states, the rate constants
kSRP increase. Although the scaling factors are reduced by only
0.8−1.6%, the rate constants kSRP increase dramatically, e.g., by
a factor of 22 at 200 K and by a factor of 2 at 2400 K, and they
predict the correct temperature dependence.
It is clear from the above that the negative temperature

dependence at low temperature is caused mainly by the larger

Figure 5. Recrossing transmission coefficients and small-curvature
tunneling transmission coefficients κSCT. The blue lines are R1a, red
are R1b, green are R1c, and purple are R1d. Solid lines are for lowest-
energy paths, and dashed lines are for the third lowest-energy paths.
Note that the lowest-energy and the second lowest-energy paths are
energetically degenerate, as are the third and fourth.

Figure 6. Calculated total MP-CVT/SCT rate constants (k = ka + kb +
kc + kd) using various approaches: red dotted line is calculated using
standard frequency scaling factor 0.973 for reactants and transition
states (P = 4); blue dashed line is calculated with each transition state
scaled by its own SRP scaling factor and reactants scaled by 0.973 (P =
4); black solid line is calculated by correcting the error of MS-T
method for the blue dashed line (P = 4); black dashed line is the same
as the black solid line except P = 2 is used for generalized transmission
coefficient calculations; green dot-dash line is calculated by using
Atkinson’s SAR method with updated substituent factors from refs 61
and 62.
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anharmonicity in the transition state that lowers the zero-point-
inclusive barrier heights. However, the rate constants kSRP are
still lower than experimental values by a factor of 2.4 at 1000 K
and by a factor of 1.5 at 250 K. Where do these errors
originate? In our previous work,20 we found that the MS-T
method, even with a coupled torsional potential, may have
considerable uncertainty for a very strongly coupled system,
e.g., the transition state of the hydrogen abstraction reaction of
ethanol with hydroxyl radical. The MS-T method was evaluated
by comparing the multi-structural reference classical (MS-RC)
partition function to the partition function calculated by a fully
coupled classical (FCC) phase space integral.20 Note that the
MS-RC partition function is essentially the torsional part of the
MS-T partition function (see ref 20 for details), and the error of
the MS-RC partition function is considered to be an indication
of the error of the torsional treatment in the MS-T method. We
replot the ratio of the MS-RC partition function (QMS‑RC) to
the FCC partition function (QFCC) in Figure 7 for the transition

state of the hydrogen abstraction reaction of ethanol with
hydroxyl radical studied in ref 20; the ratio is denoted as g ≡
QMS‑RC/QFCC. For temperatures above 400 K, the MS-RC
partition function is lower than the FCC partition function by a
factor of 2 or more, and it is reasonable to assume that the same
amount of error could be present in the MS-T partition
functions for the transition states of the hydrogen abstraction
reactions of isobutanol that are very similar to the ethanol
reactions. Therefore, we divided the rate constants kSRP by the
factor g in order to get the final rate constants kfinal. As shown in
Figure 6, the final MP-CVT/SCT rate constants kfinal calculated
using P = 2 and P = 4 are in excellent agreement with the
available experimental measurements over the temperatures
ranges of 250−370 and 900−1150 K. The differences between
the P = 2 and P = 4 rates are about 10−20%. Our calculations
also provide the value of the rate constants kfinal in the
temperature region of 400−900 K, which is a very important
range for engine ignition, but where there are no experimental
data. We provide reliable values of the thermal rate constants
from 200 to 2400 K. The final rate constant kfinal by the MP-
CVT/SCT method with P = 4 is fitted to our previously
recommended four-parameter function,23,63 which gives

= × + ×
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+
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where R is the gas constant in kcal/mol.
Branching fractions of each hydrogen abstraction reaction

from the MP-CVT/SCT calculations (the final ones with P =
4) and from McGillen et al.9 are plotted in Figure 8, together

with the branching fractions of R1b reported by Pang et al.8 and
by Andersen et al.7 It is difficult to determine the branching
ratios experimentally because of the many side reactions and
difficulties of detecting product radicals, and branching ratios, if
reported at all, are usually inferred indirectly. Andersen et al.
reported a 61 ± 4% branching fraction for R1b at 296 K, as
inferred from assuming that acetone is produced only by
abstraction from C-2 and that all abstraction from C-2 leads to
acetone and from their own measurements of the end-product
acetone yield at 296 K. McGillen et al.9 concluded that
Andersen et al.’s branching ratio is too high due to a
contribution of secondary acetone formation from isobutanal
oxidation. McGillen et al. estimated the branching fractions by
global fitting, constrained by assuming that an unpublished end-
product yield of 40% acetone means that 40% of the reaction
occurs at C-2; they also used the results from the shock-tube
study of Pang et al.8 over the temperature range 900−1150 K,
and from SAR estimations by Bethel et al.62 above 1200 K,
where the SAR estimation is used primarily to differentiate
between abstraction at C-1 and abstraction at C-3. Our
calculations give a 48% branching ratio for the R1b reaction,
which is slightly closer to the result of McGillen et al. than to
Andersen et al.’s result.
Pang et al. combined their measured rate constants for non-

R1b reactions with R1b rate constants used by Merchant and
Green (personal communication between Pang et al. and
Green) to get the R1b branching fractions around 1000 K, and
these agree with our calculated values and with the SAR

Figure 7. Plot of QMS‑RC/QFCC vs temperature for the transition state
of hydrogen abstraction from the C-1 carbon of ethanol by hydroxyl
radical. The data are taken from ref 20.

Figure 8. Branching fraction of the hydrogen abstraction from all sites
of isobutanol by hydroxyl radical. The blue lines are R1a, red are R1b,
green are R1c, and purple are R1d. Solid lines are calculated in this
work using the MP-CVT/SCT method (P = 4), and dashed lines are
from McGillen et al.,9 obtained by global fitting with constraint by the
acetone yield to a value closer to 40% obtained in their unpublished
study, by the results from the shock tube study of Pang et al.8 over the
temperature range 900−1150 K, and by SAR estimations above 1200
K. The branching fractions for R1b from Pang et al.8 (diamond
symbol) and from Andersen et al.7 (square symbol) are also plotted
for comparison.
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method. We also plot our calculated rate constants and Pang et
al.’s measured rate constants for non-R1b reactions in Figure 9
for direct comparison, and they are in good agreement.

MP-CVT/SCT calculations and the global fits of McGillen et
al. give very different branching fractions for the R1a and R1c
reactions. In particular, the global fits, which are essentially SAR
estimations at high temperature, predict that the dominant
reaction channel is R1c above 1400 K, while MP-CVT/SCT
predicts that R1a dominates for temperatures above 500 K.
Note that the SAR method predicts the same rate for the R1c
reaction if the OH group in isobutanol is replaced by a methyl
group, i.e., if isobutanol is replaced by isopentane; however,
there is a major difference between reaction with isobutanol
and isopentane in that the hydrogen-bonding that is present for
isobutanol is not present for isopentane. As shown in Figure 3,
the high-energy transition structures without a hydrogen bond
contribute more to the rate of reaction R1c than does the
lowest-energy structure that has a hydrogen bond. The reason
is that hydrogen-bonded structures tend to be more rigid and
have less entropy. Because the classical barrier heights for
transition structures with or without a hydrogen bond can be
quite different, and because isopentane could have a quite
different reaction rate for the R1c reaction than isobutanol, the
SAR method based on the parametrization from alkane data
might be inapplicable for estimating reaction rates for alcohols.
The reaction rate difference between isobutanol and isopentane
deserves further theoretical study for a better understanding of
structure−reactivity relationships.
Figure 8 shows that the hydrogen abstraction of R1b is not

the dominant channel over the 200−2400 K range, although
the classical barrier height of R1b is the lowest among the four
reactions. Hydrogen abstraction from the OH site plays a minor
role. One may expect that the R1c reaction becomes more
important in the high-temperature region, and its branching
fraction may cross over the branching fraction of R1b because
its transition state has a much larger number of structures (this
site has six hydrogen atoms to react). However, our calculated
branching fraction for R1c is less than 14%. Although R1c has a
much larger FRXN

MS‑T factor than the other reactions, the effect of
the large multi-structural torsional anharmonicity of R1c does
not compete well with the anharmonicity of high-frequency

modes in R1b that significantly increases the relative R1b
contributions.
The site-specific reaction rate constants (the final ones

calculated with P = 4) have been fit to the following forms:
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Note that the individual fitting parameters in eqs 11−14 should
not be over-interpreted. Fitting parameters in such expressions
do not have a precise physical interpretation. The sum of eqs
11−14 agrees with eq 10 within 7%; the small difference is due
to small least-squares fitting errors in each expression.

4. CONCLUDING REMARKS
We present reaction rate calculations for hydrogen abstraction
reactions from isobutanol by hydroxyl radical using the multi-
path and multi-structural canonical variational transition-state
theory with small-curvature tunneling. This work was only
made possible by combining several recent developments in
VTST and the methods available for treating vibrational
anharmonicity, although we still had to make an approximation
that needs follow-up in the future, namely that corrections to
our treatment of torsional coupling effects in the reaction of
OH with isobutanol are approximately the same as for the
reaction of OH with ethanol. Despite our recent work in
making the treatment of torsional anharmonicity more reliable,
it might still be the largest uncertainty. The present calculations
include the accurate classical barrier height, the variational
effect, the tunneling contribution evaluated with multiple
reaction paths and internal-coordinate-based vibrationally
adiabatic potentials, and the anharmonicity of torsional
vibration modes and high-frequency modes. Some effects
decrease the value of the reaction rate, and some effects
increase it. We found that multi-structural torsional anharmo-
nicity is a determining factor for branching ratios at medium
and high temperatures. We demonstrated that the anharmo-
nicities of high-frequency modes are different in reactants and
transition states, and we provided a practical way to take
account this difference by using different frequency scaling
factors for reactants and transition states. The specific-reaction
parametrized scaling factors were obtained by calculating the

Figure 9. Direct comparison with the experiment of Pang et al.
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anharmonic ZPE using hybrid degeneracy-corrected second-
order vibrational perturbation theory. We found that the
negative temperature dependence of the total reaction rate at
lower temperatures is controlled by anharmonicity of high-
frequency modes in the transition-state structures.
The calculated total rate constants are in excellent agreement

with all available experimental values at low temperatures, 250−
370 K, and at high temperatures, 900−1150 K. Thermal rate
constants and branching ratios for all hydrogen abstraction sites
are given from 200 to 2400 K. Despite the excellent agreement
with experiment, to the extent that experimental results are
available, a detailed analysis of all the various factors affecting
the calculated rate constants and branching ratios shows that
large uncertainties are still present in reaction rate calculations,
even when using state-of-art methods, and more work needs to
be done to estimate these uncertainties accurately.
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